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Why IPv6 multicast? 

•  Efficiently deploy and scale distributed group 
applications across the network 

•  Enterprise-wide content distribution model 

•  Solve traffic congestion problems 
•  Specific multicast benefits such as scope 

management 
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IPv6 multicast addresses 
•  IPv6 uses a 16bytes/128 bits address length 
•  3 types of address in IPv6: 

Unicast: one-to-one with various scopes (I.e.:Global,Link,Unique Local) 
Anycast: one-to-nearest (allocated from unicast) 
Multicast: one-to-many 
There is no longer a Broadcast address! 

•  All Multicast addresses begin with the format prefix 1111 
1111 – easily written as FF 

•  Due to address length, often are sequences that include long zero 
series. Users often compress zeros as: 

  FF05:0:0:0:0:0:0:2 => FF05::2 
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IPv6 Multicast addresses 

•  RFC 3306 Unicast-Prefix-based IPv6 Multicast 
The P flag indicates a prefix. Within IPv6 multicast, this flag allows part of 
the group address to include the source network’s Unicast prefix, which 
creates a globally unique Group Address. 

•  Solves the old IPv4 address assignment problem: 
How can I get global IPv4 multicast addresses (GLOB, ..) 



Agenda 

• Why IPv6? 
•  IPv6 multicast addresses 
•  IPv6 multicast features 
• Configuration 



IPv6 Multicast Features 
•  Group Concept 

Multicast is based on the concept of a group.  
A multicast group is an arbitrary group of receivers that expresses 
an interest in receiving a particular data stream.  
This group has no physical or geographical boundaries—the 
receivers can be located anywhere on the Internet or in a private 
network.  
Receivers that are interested in receiving data flowing to a 
particular group must join the group by signalling their local 
router.  
This signalling is achieved with MLD protocol, which is the IPv6 
equivalent of the IGMP protocol on IPv4.  
The network then delivers data to potentially unlimited receivers, 
using only one copy of the multicast data per subnet. 



IPv6 Multicast Features 
•  Protocol Independent Multicast v2 (PIMv2) 

Provides intradomain multicast forwarding for all underlying unicast 
routing protocols 
Independent from any underlying unicast protocol such as OSPF or 
MP-BGP 
Sparse mode: relies upon an explicit joining method before 
attempting to send multicast data to receivers of a multicast group 

•  Multicast Listener Discovery (MLD) v1 & v2 
Protocol used by IPv6 hosts to communicate multicast group 
membership states to local multicast routers 
Version 2 of MLD adds source awareness to the protocol. This allows 
the inclusion or exclusion of sources.  
MLDv2 is required for Source Specific Multicast (SSM) 

•  PIM Source Specific Multicast  
SSM forwarding uses only source-based forwarding trees. 
 SSM range is defined for inter domain use. 



IPv6 Multicast Features 
•  Multiprotocol Border Gateway Protocol 

Multiprotocol extensions to the BGP unicast inter-domain protocol 
that carry multicast specific routing information. 
Adds capabilities to BGP to enable multicast routing policy throughout 
the Internet and connect multicast topologies between BGP 
autonomous systems. 
Carries multiple instances of routes, for unicast and multicast routing. 

•  Boot Strap Router (BSR) 
BSR is a mechanism where a PIM router learns the set of group-to-
RP mappings required for PIM SM 

•  Static Rendezvous Point 
Allow the manual configuration of the IPv6 PIM SM RP address 

•  Embedded Rendezvous Point 
Utilizes unicast based prefix addressing to include within the group 
address (the Rendezvous Point address) 
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IPv6 Multicast Service Models 
•  ASM – Any Source Multicast 

 (Traditionally just called IP Multicast) 

Service description: RFC1112 (no update for IPv6 done yet) 
MLDv1 RFC2710 or MLDv2, PIM-Sparse Mode (PIM-SM),  
Bidirectional PIM (PIM-bidir) 

Use ASM for legacy, dynamic- or many-source multi-party 
application, try to limit their use to Intradomain: 

•  SSM – Source Specific Multicast 
Service description (IPv4/IPv6): draft-ietf-ssm-overview-xx.txt 
MLDv2 required 
PIM-SSM – not a separate protocol, just a subset of PIM-SM ! 
Unicast prefix based multicast addresses ff30::/12 
SSM range is ff3X::/32, current allocation is from ff3X::/96 
Use SSM for media-broadcast or interdomain applications due to 
simplicity and protection from DoS attacks. 
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IPv6 Multicast & Layer2  
•  Media Access Control (MAC) layer addresses within Ethernet 

are 48 bit addresses. These 48 bits comprise: 
  24 bits for the Organizational Unit Identifier (OUI) and 
  24 bits for serial number of the card, which becomes the 
remainder of the unique address. 
The address of a multicast group does not relate to a physical 
device, but rather to a transient group of devices;therefore, the 
MAC address format uses a special OUI. 

•  The OUI for IPv4 Multicast is 01:00:5E. 24 bits are available for 
the group address – possible address overlap at Layer2. 

•  There is a new OUI format for IPv6 Multicast: The leading two 
Bytes are set to 33-33, while the following 4 bytes/32bits are 
available for address mapping from the last 32 bits of the 128 bit 
Multicast address. 
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Host to router signaling 
•  MLD is equivalent to IGMP in IPv4 
•  Sub protocol of ICMP: MLD messages are 

transported over ICMPv6 
•  MLD uses link local source addresses (hop limit 

1, router alert option) 

•  Version number confusion: 
MLDv1 (RFC2710) like IGMPv2 (RFC2236) 
MLDv2 (draft) like IGMPv3 (RFC3376) 
MLDv2 enables IPv6 to use SSM operation 

•  Service Model requirements: 
ASM – MLDv1 sufficient 
SSM – Requires MLDv2 (Fully backward compatible with 
MLDv1 on hosts) 
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Multicast domains 
•  A PIM domain is topology served by common RP for 

all sources and receivers of same group. 
•  A routing domain is consistent with AS. 

 Its necessary to constrain the PIM messages, rp-
mappings and data for groups within the PIM domain: 
–In IPv4 we used multicast boundary/ BSR border 
–In IPv6 we use scopes and zones 

•  SSM 
No RP or shared tree procedures (SPT only) 
MLDv2 (IPv6) required 
FF3x::/96 

•  ASM 
PIM-SM need RP 
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Protocol Independent Multicast 
•  Sparse-Mode 

 PIM-SM uses a pull model to deliver multicast traffic. Only 
network segments with active receivers, which explicitly 
request the data, will receive the traffic. 
 PIM-SM distributes information about active sources by 
forwarding data packets on the shared tree. 
 PIM-SM initially uses shared-trees so it requires the use of a 
rendezvous point 
 Sources register with the RP and subsequently forward data 
down the shared tree to the receivers 
 PIM-SM has an inter-domain deployment problem as there is 
no MSDP like protocol. Static use is acceptable in the intra-
domain. 

•  SSM 
 PIM SSM bypasses the shared Tree and immediately creates 
the Shortest Path Tree, as MLDv2 can specify the source in 
its request to the local router 
 PIM SSM deployment may work for the inter-domain 
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RP Operations 



RP Operations 
•  Static RP 

For PIM-SM 
Provides Group-to-RP mapping, no RP-redundancy 
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Configuration: MLD 
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Configuration: PIM-SM & BSR 



Configuration: PIM-SM tunnels 



Questions 


